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This last decade, deep learning methods have attracted an important interest for different 

applications as image recognition [1], speech recognition [2], and natural language processing [3]. 

The most successful methods have multi-level architectures where there is an alternation between 

layers of linear transformations and max function. For instance, the max functions are known as 

ReLUs (Rectified Linear Units) and compute the mapping y = max(x, 0) in a pointwise fashion [5], 

in convolutional networks [3] and maxout networks [6], the max operation is performed over a 

small set of variable within a layer. The use of a supervised learning becomes nowadays a standard 

to train very deep networks. The objective function in most cases is the cross-entropy, that must be 

minimized using a stochastic gradient descent (SGD), in which the gradient is evaluated using the 

back-propagation procedure. 

 

The general shape of the loss function is very poorly understood. In the eighties, most of researchers 

were turned to deal with relatively small networks, because the convergence tends to be unreliable 

when using batch optimization. Then, multilayer neural nets had a reputation of being finicky and 

unreliable, then, the community to focus on simpler method with convex objective functions (loss 

functions), such as kernel machines and boosting. However, some work experimenting larger 

networks and SGD showed that, while multilayer nets do have many local minima, the result of 

multiple experiments consistently give very similar performance. Then, the increase of local 

minima, facilitates their find, and surprisingly, they are all more or less equivalent in terms of 

performance on the test set.  

 

Moreover, it was established in a recent work that the loss function of a typical multilayer net with 

ReLUs can be expressed as a polynomial function of the weights in the network, whose degree is 

the number of layers, and whose number of monomials is the number of paths from inputs to output. 

As the weights (or the inputs) vary, some of the monomials are switched off and others become 

activated, leading to a piecewise, continuous polynomial whose monomials are switched in and out 

at the boundaries between pieces.  

 

Then, an important interrogation concerns the distribution of critical points (maxima, minima, and 

saddle points) of such functions.  Loss surfaces for large neural nets have many local minima that 

are essentially equivalent from the point of view of the test error, and these minima tend to be 

highly degenerate, with many eigenvalues of the Hessian near zero. 

 



The goal of the present thesis is to attempt to explain this property. It is also an attempt to shed 

light on the puzzling behavior of modern deep learning systems when it comes to optimization and 

generalization. Moreover, the advantage of metaheuristics do not compute gradients and thus do 

not tend to become trapped in high-index saddle points. Afterwards, as in case deep nets, the goal 

is not to find the global optimum on the training set because it may lead to overfitting. 

Consequently, metaheuristics seems to be suited to tackle this problem. These methods were not 

yet explored to optimize big problems (deep nets can have several millions of parameters) and the 

goal of this thesis is to design metaheuristics to solve this problem.  
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Company Vinci Autoroute is an important world wide company in traffic prediction and pattern 
recognition in the context of transportation systems (https://www.vinci-autoroutes.com ). 
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